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Abstract—In the classical context, the cooperative game theory
concept of the Shapley value has been adapted for post hoc
explanations of Machine Learning (ML) models. However, this
approach does not easily translate to eXplainable Quantum ML
(XQML). Finding Shapley values can be highly computationally
complex. We propose quantum algorithms which can extract
Shapley values within some confidence interval. Our results
perform in polynomial time. We demonstrate the validity of each
approach under specific examples of cooperative voting games.

Index Terms—Shapley Value, Quantum Computing, Cooper-
ative Game Theory, Explainable Quantum Machine Learning,
Machine Learning, Artificial Intelligence, Quantum Machine
Learning.

I. INTRODUCTION

Research in ML over the past decades deals with black
box models. Unfortunately, black box models are inherently
difficult to interpret. Inherently interpretable models would
likely be best [18], as an explanation of an interpretable
model is guaranteed to be correct. However, we ideally do
not want to discard all of the previous research using black
box models. As a result, there has been a substantial effort in
implementing and improving post hoc explanation methods.
Similarly, eXplainable Quantum ML (XQML) may benefit
from adapting post hoc explanation methods to the quantum
realm.

One of the most popular methods of generating post hoc
explanations involves calculating Shapley values. Yet, classical
strategies to approximate Shapley values are unwieldy to
apply in the context of quantum computers. As a result, it
is necessary to explore a more native quantum solution to
Shapley value approximation.

In this paper, we develop a flexible framework for the global
evaluation of input factors in quantum circuits that approx-
imates the Shapley values of such factors. Our framework
has a one time increased circuit complexity of an additional
O(anlogan) c-not gates, with a total increase in circuit
depth of O(an), where n is the number of factors, and
a > 0 is a real number. The change in space complexity for
global evaluations is an additional O(logan) qubits over the
evaluated circuit. The circuit of increased complexity must
then be repeated O(e~!) times. This procedure can achieve
an error of O(a~! + ¢€). This starkly contrasts the O(2")
assessments needed to assess the Shapley values under the
general case directly.

The paper is organized as follows. Section II surveys related
work. Section III provides background and preliminaries.
Sections IV and V present our methods. Sections VI and VII
provide some examples. Section VIII concludes the work.

II. RELATED WORK

Shapley values have been widely used to address mul-
tiple engineering problems, including regression, statistical
analysis, and machine learning [11]. Finding Shapley val-
ues presents a difficult computational combinatorial problem.
Our work proposes a novel quantum algorithm that reduces
this combinatorial problem to an estimation problem which
can leverage the power of quantum computation. Our ap-
proach performs in polynomial time. We apply our method
to weighted voting games [12].

The deterministic computation of Shapley values in the
context of weighted voting games is as difficult as NP-Hard
[12], [16]. Since voting games are some of the simplest
cooperative games, this result does not bode well for more
complex scenarios. In the context of Shapley values for
machine learning, it has also been shown that the calculation
of Shapley values are not tractable for even regression models
[21]. It was also proven that on the empirical distribution,
finding a Shapley value takes exponential time [2].

The literature has also addressed the use of Shapley values
on Quantum ML (QML). Indeed, XQML aims at adding
explainability behind model predictions, e.g., in addition to
providing classification [13]. XQML can be considered as
an alternative research direction of QML instead of trying to
justify quantum advantage [19]. The eventual goal of XQML is
to provide, in addition to predictions, humanly understandable
interpretations of the predictive models, e.g., for malware
detection and classification, under a cybersecurity context [20].

Recent work by Heese et al. extends the notion of feature
importance for model predictions in classical ML, to the
QML realm [9]. In contrast to classical ML methods, in
which Shapley values are applied to evaluate the importance
of each feature for model predictions, Heese et al. apply
Shapley values to evaluate the relevance of each quantum gate
associated with a given parametrized quantum circuit. In their
work, Heese et al. compute Shapley values involving stochastic
processing. In general, the algorithms presented in this paper
improve stochastic computation of Shapley values. Moreover,
our work justifies the interest in handling post hoc explanation
frameworks such as the one of Heese et al., in a quantum
extended manner.

III. SHAPLEY VALUES

Cooperative game theory is the study of coalitional games.
In this article, we are most interested in Shapley values. We
now list some definitions and preliminaries,
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Definition 1 (Coalitional game). A coalitional game is de-
scribed as the pair G = (F,V). F = {0,1,...,n} is a set
of n+ 1 players. V : P(F) — R is a value function with
V(S) € R representing the value of a given coalition S C F,
with the restriction that V (0)) = 0.

Definition 2 (Payoff vector). Given a game G = (F, V), there
exists a payoff vector ®(G) of length n + 1. Each element
®(G); € R represents the utility of player i € F. A payoff
vector is determined by the value function. Player i’s payoff
value ®(G); is determined by how V(S), S C F, is affected
by i’s inclusion or exclusion from S.

There are a variety of solution concepts for constructing
payoffs [1]. We focus on the Shapley solution concept, which
returns a payoff vector [23]. Each element of the payoff vector
®(G);, is called player ¢’s Shapley value. Shapley values have
multiple different interpretations depending on the game being
analyzed.

Shapley values are derived using one of several sets of
axioms. We use the following four [23]. Suppose we have
games G = (F,V) and G’ = (F,V’), and a payoff vector
®(@G), then:

1) Efficiency: The sum of all utility is equal to the utility of

the grand coalition (the coalition containing all players),

> (@) = V(F)
i=1

2) Equal Treatment: Players ¢, j are said to be symmetrical
if for all S C F, where 4,j ¢ S we have that V(S U
{i}) = V(SU{j}). If 4, and j are symmetric in G, then
they are treated equally, ®(G); = ®(G);.

3) Null Player: Consider a player ¢ € F, if for all S C F
such that ¢ ¢ S, we have V(S) = V(S U{:i}), then i is
a null player. If 4 is a null player then ®(G); = 0.

4) Additivity: If a player is in two games G and G, then
the Shapley values of the two games is additive

P(G+G')i = (G); + O(C');

where a game G + G’ is defined as (F,V + V'), and
(V4+VH(S)=V(S)+V'(S), SCF.
These axioms lead to a single unique and intuitive division of
utility [23]. The values of the payoff vectors can be interpreted
as the responsibility of the respective players for the final
outcome [8]. When player ¢ has a small payoff ®(G);, then
player ¢ has a neutral impact on the final outcome. When
player 7 has a large payoff, then player ¢ has a large impact
on the final outcome.
The Shapley value of ¢ turns out to be the expected marginal
contribution to a random coalition S C F'\ {i}, where the
marginal contribution is equal to V(S U {i}) — V(S) [8].

Definition 3 (Shapley value). Ler G = (F, V), for simplicity
sake, we write ®(G); as ®;. The Shapley value of the it"
player ®; is described as:

Bi= Y AIF\{DLIS) - (VSU ) - V(S) ()

SCF\{i}

where n = |F \ {i}|, and

1 ml(n —m)!

M = T T (D)

For this paper, we will define algorithms for a special case
of games, superadditive games (Definition 4).

Definition 4 (Superadditive game). A game is superadditive if
forall S,H C F, such that S and H are disjoint (SNH = ()
we have, V(SUH) >V (S)+ V(H).

Note that when a game is superadditive, every summand in
Equation (1) is non-negative.

IV. A QUANTUM REPRESENTATION OF THE SHAPLEY
VALUE CALCULATION

We represent the Shapley value calculation problem in the
quantum format. Consider an n + 1 player superadditive game
G represented by the pair (F,V), where F = {0,1,...,n}
and V : P(F) — R, with V(#) = 0. Let us define the
function,

W(S)=V(SU{i}) —V(S), SCF\{i}. ()

We define W,x as an upper bound of the absolute maximum
change in value when adding player ¢ to a subset S.

Wmax >

max |W(S)|.
SCF\{i}

3)

Let ¢ € F' be a given player. Consider the selection binary
sequence r = Tox1...L;—1Tit1-..Tn. Let Sy be the set of
all players j € F' such that x; = 1. Then S, could encodes
every player coalition that excludes the player ¢. Next, define,

We define the following block diagonal matrix:

s @ (F —o(kn)  \/o(kn) )
k=0 V ¢(k7 n) Y 1- ¢(k’ n)

“4)

where
¢k, n) = v(n,c(k)) - W (k)

and ¢(k) is the number of ones in the binary representation of
k, over logn bits.

Theorem 1. The block diagonal matrix B(n) is unitary.

Proof. Tt follows from the fact that each block

< 1= ¢(k,n) ¢(k,n) )
V (b(k’ Tl) —/1- ¢(k’ n)
of B is unitary. ]

We construct the quantum system:

S = B(H®" @ I)|0)®"*! (5)
Theorem 2. The expected values of the rightmost qubits of S
. P,
s 2"'1/1/}7na;



Proof. Tt follows from the fact that

1
75 1F) 10)

and the following sequence of equivalences:

2" —1
(H®n ® I)‘0>®n+1 — Z
k=0

Z_ (Brsi)®
k=0
= > olkim) = Y y(n (k) - W(K)
k=0 k=0
- (V(Su{i}) —V(5))
= (A2 1S1) -
SC%\:{i}ﬂy Winaa

Hence, the probability of measuring a one in the last qubit of
the quantum system S is

: Yo AENGLIS) - (VS u{i}) = V(S))

2m . Wmaw .
SCF\{i}

S . o,
which is equivalent to DITR A

The Shapley value ®; can be obtained by repeatedly creating
the quantum system .S, measuring their last qubit, taking the
average, and finally multiplying by 2" - W,,4,. As will be
briefly discussed in Section V, the value can also be extracted
with a more efficient strategy. Although, this representation
requires the preparation of a quantum state with an exponential
number of terms (2"). In the following section, we develop
a more efficient solution for Shapley value calculation of
superadditive games.

V. QUANTUM ALGORITHM FOR SUPERADDITIVE GAMES

Consider an n + 1 player game G represented by the pair
(F,V), where F = {0,1,...,n} and V : P(F) — R,
with V(@) = 0. A naive approach to finding the i player’s
Shapley value is through direct calculation using the Shapley
Equation (1), completing the task in O(2") assessments of V.
For structured games, it is occasionally possible to calculate
Shapley values more efficiently. Otherwise, the only option is
random sampling [5]. In each case, there are substantial trade-
offs, in this section we propose a quantum algorithm which
has some substantial advantages.

Suppose we have a quantum representation of the function
W (S), defined in Equation (2), which comprises two registers,
a player register, and a utility register. In the player register,
the computational basis states represent different subsets of
players, where the j qubit represents the j® player. In this
encoding, the j™ qubit being |1) represents j’s inclusion in the
subset, and |0) represents its exclusion. Thus, every possible
subset of players has a corresponding basis state. Representing
every subset of players simultaneously in a quantum superpo-
sition is possible. The one-qubit utility register encodes the
output of W.

Computing the Shapley value method consists of the fol-
lowing steps:

1) Represent every possible subset of players in a quantum
superposition, excluding player ¢, with amplitudes cor-
responding to weights (vy(n,m)) in the Shapley Equa-
tion (1).

2) Perform the quantum version of W controlled by the
player register, and any auxiliary registers, on the utility
register.

From this point, it is possible to approximate the Shapley
value ®; if one has the expected value of measuring the utility
register.

3) To approximate the expected value of measuring the
utility register, one can either:

o Use O(e?) repetitions of steps 1 and 2 followed
by a measurement of the utility register.

o Perform amplitude estimation with O(e~!) itera-
tions, where step 1 is .4 and step 2 is W as defined
in [14]. In opposition to the previous choice, this
process increases circuit depth.

In either case, the error in approximating the expected value
for measuring the utility register is within e with some
predetermined likelihood, where e is a small positive real
number.

The details of the method will now be described. For
the sake of simplicity, we assume superadditivity; however,
this algorithm could be easily extended to include general
cooperative games [3]. The goal is to efficiently approximate
the Shapley value ®; of a given player ¢ € F. Suppose
quantum representation of function of function W(x), defined
in Equation (4), is given as:

U |2) [0) = |2) ( 1 W) 0) + /W) 1>) ,

where |x) is a vector in the computational basis (i.e., x €
{0,13™).

A critical step for the algorithm is to approximate the
weights of the Shapley value function. These weights corre-
spond perfectly to a slightly modified beta function.

Definition 5 (Beta function). We define the beta function as:

0<m<n, n,meN.

1
Brm = /er(l — )" Mdx,
0

Lemma 1. We have the following recurrence relationship:

1
= —— and Bn,m =

Bn,O = ﬁn,n n+1

m
mﬁn,mfl-
Proof. There are two cases.
Case 1 (m is equal to zero, or n). We have the following
integration.
L 1
(1 —x)ntt 1

0 = 1—2)"de = — =
Fn.0 /( z)"de n+1 o n+l1
0

A nearly identical calculation can be used to show (3, , is

equal to 5.



Case 2 (0 < m < n). We have the following partial
integration.

1
Brm = /xm(l — )" "dx
0
™ (1 — z)n=(m=1) !
_ 1)

n—(m

_ x)n—(m—l)dx

/mm L1 — )" m=Dz

0

- mﬂm

|

Theorem 3. The beta function [, ., is equal to the Shapley
weight function y(n,m), with 0 < m <n and m,n € N.

Proof. The proof is by induction on m.

Base case (m = 0). According to Case 1 of Lemma 1, we
have that 3, ¢ is equal to +1’ which is equal to y(n, 0).
Inductive step (m > 0). Suppose [, is equal to v(n,k),
k € N, we need to show By p+1 = v(n,k+1), 0 < k < n.
According to Case 2 of Lemma 1, /3, ;41 is equal to k E+l % B k-
Using the inductive hypothesis, the latter is equivalent to

k+1 k+1 Kl(n— k)
Lo k) = :
n—kﬂ(n7 ) n—k (n+1)!
which matches the definition of y(n,k + 1). [

The beta function, and by extension the Shapley weights,
are approximated with Riemann sums which roughly represent
the area under the function 2™ (1 — x)™~"™ using partitions of
the interval [0, 1] with respect to z. Function 2™ (1 — z)"~™
can be implemented efficiently on a quantum computer.

Definition 6 (Riemann sum). A Riemann sum [17, page 276]
of a function f with respect to a partition P = (to,--- ,ts)
of the interval [a,b] is an approximation of the integral of f
from a to b of the form:

s—1

Z(tk+1 —tr) - f(or)

k=0
Where tj.11 —ty, is the width of the subinterval, and f(xy),x €
[tkytit1], is the height.

The following is the initial quantum state:

[%0) = [0)p @ |0)py @ [0)y (6)

where Pt, P, and Ut respectively denote the partition, player,
and utility registers. Pt is used it to prepare the ~y(n,m)
weights. Suppose the number of qubits £ € N in Pt is
¢ = [log, an], for some fixed a > 0, thus £ = O(logan).
Then the partition register can be loaded with an arbitrary

- EHEar

Fig. 1. This circuit R is a controlled rotation, where Ry(0) =
(cos(8/2), —sin(0/2);sin(6/2), cos(6/2)). (Note: Library used for visu-
alizing circuits can be found here: [10])

quantum state in O(an) time [15]. Let the number of qubits
in the player register be n, one qubit per player excluding
player ¢. Let the number of qubits in the utility register be
one.

Consider the following function,
: mk .
to(k) = sin® <2€+1> with k= 0,1,...,2°

with which the partition P, = (te(/ﬂ)) w_o of interval [0,1]
is constructed. This partition is computationally simple to
implement. Finally, let us define wy(k) to be the width
of the k" subinterval of Py, we(k) = to(k + 1) — to(k),
k=0,1,...,2¢ - 1.

Let us prepare the partition register to be,

S VB ).
k=0

the new state of the quantum system becomes,

2¢—-1

1) = D Vwe(k) k) p [0)py [0,

Next, perform a series of controlled rotations R (circuit in
Figure 1) of the form,

RIK)[0) <= k) ( L 1,()[0) + /5 (k) |1>) ,

where t)(k) = t¢11(2k + 1) is used to sample the height of
the k" subinterval in the Riemann sum. Note that the value
of t,(k) is always somewhere in the range [t;(k),t(k + 1)].

Unitary R is performed on each qubit in the player reg-
ister, controlled by the partition register. The entirety of the
applications of R can be performed with O(anlogan) gates
in O(an) layers and yields the quantum state:

n

10}y -

261
) = 3 Jur®) B (T 0209 10) + /i) 1))
k=0

Note that the player register is of size n qubits. Let H,,, be
the set of binary numbers of hamming distance m from 0 in
n bits, then we can rewrite |¢5) as:

|2) = Z we(k) [k}, - ZW )= (k) ST Ry [0}y,

m= hE€Hm



Note that, with this encoding style for S, z’s hamming
distance from 0 in n bits is equal to the size of S,. In other
words, if h € H,,, then S} contains m players.

Example 1. Let us consider an example where the number of
players is three (n is two). We have,

®2
(1=t )+t 1)) =
(1= #5(k))2100) + /() (1 = ¢,(k)) [01)
(L= () [10) + /1,(k)2 [11)

Note that |00) is hamming distance 0 from |00), |01) and
|10) are hamming distance 1 from |00), and |11) is hamming
distance 2 from |00). With this knowledge in hand, we can
rewrite the quantum state of Example 1 as,

VA=t (B2 D TR+ [t ()L = t,(k) D |h)+4/t (k)2 D |h)

heHq heH; h€Hg
This can now be arranged into the general form,
Z \/tl (1= ty(k)rm Y k), =2

heH,,
This completes the example.

Rearranging the quantum state |1)5) gives,

2l 1

) = 3 S S BB (1 — 6 R) ™ K [ 00

m=0 h€ Hy, k=0

Next, we perform Uy, on the utility register controlled by
the player register. For convenience, let us for the moment
write Uy |h) |0) = |h) [W (h)), where,

(W(h)) = h) [0) + /W (h) [1)

Applying U |h)p [0)y, gives |13), which is equal to,

2t 1

DU DU SRVIRET

m=0 h€ Hy, k=0

p(R) ™ (L=t ()™= [K)py [R)py [W (),

This operation is wholly dependent on the game being
analyzed and its complexity. Assuming the algorithm is being
implemented with a look-up table, one could likely use qRAM
[6]. This approach has a time complexity of O(n) at the
cost O(2"™) qubits for storage. However, depending on the
problem, there are often far less resource-intense methods of
implementing Uy, as will be seen with the implementation
of weighted voting games (Section VII).

This is the final quantum state. Let us now analyze this state
through the lens of density matrices. Taking the partial trace
with respect to the partition and player registers yields,

—té(k))"T")

treepr (|93 ) (vs])

-y

m=0 h€Hym

2l 1
(Z we (k)t, (k)™ (1

k=0
AW (R))y (W (B, -

Theorem 4. The Riemann sum using partition Py to approxi-
mate area under x™(1 — x)"~™ for x € [0, 1] asymptotically
approaches v(n,m). Formally,

2¢—1
Jim > we(k)tp(k)™ (1= (k)™ = ~(n,m) ()
k=0

Proof. Let f(x) = 2™(1 — x)™ ™, and recall our definition
for partition of [0, 1], P, = (t((k))iio.

Define mesh(P) = sup{w,(k) : k =0,1,...,2°
page 275]. Since,

. . wk
wy (k) = sin? ( — sin? <2€+1) ,
we can bound wy(k),
wk

we(k) < g (<W(§ejll)) - <2é+1)> - 27;7;

This is valid because d/dzsin®((7/2)x) < d/dx(n/2)x for
all z € [0,1]. It is then clear that as ¢ — oo, mesh(P;) — 0.
Additionally, f is integrable over [a,b], as it is a polynomial
and hence continuous [17, page 278].

By [17, page 278, Corollary 32.10], as ¢ increases, any
Riemann sum of f using partition P, converges to:

1
/ (Em(l _ x)n—m7
0

which is equal to y(n,m). [ |

17
m(k + 1))

2€+1

The Riemann sum approximation of the modified beta
function, B, ., = y(n,m), is visualized in Figure 2. Applying
a Riemann sum approximation for «(n,m), we have,

S IPIRT

m=0 heH,,

treepi (|13 ) ¢3]) (n, m) [W () (W(h)ly, -
Finally, suppose we measuring the utility register in the
computational basis. This yields the following expected value

with empirical error less than O(a~!) (Section VII):
Yo > vnm)W(h)
m=0heH,,

Plugging in the definition for W, we have

n

1

> Alnm) (V(Spudi}) -

w,
maX =0 he H,,

V (Sh))

Notice that, in the S, encoding, H,, represents each subset
of F'\ {i} of size m. As a result, the equation is, in effect,
summing over each subset of F'\ {i}. As a final step, multiply
by Winax:

2.

SCF\{i}

YENAGLIS]) - (V(Su{d}) = V(9)).

This expected value is precisely the Shapley value ®; to some
error which is shown empirically in Section VII.
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Fig. 2. Visual representation of 3y, being approximated using Riemann sums with partition P, over function (1 —z)"~™, ¢t € [0,1], n =4, m = 1.
The k™ rectangle’s height is (£, (k))™ (1 — t,(k))"~™, and its width is wg(k).

With the ability to craft these states, we can now extract
the required information to find a close approximation to the
Shapley value. Assuming we could get the expected value
instantly, we would (empirically; see Section VII) have an
error of O(a~1). However, it takes some work to approximate
an expected value. This can be achieved with accuracy e
with some chosen confidence using amplitude amplification
as is shown in [14], with circuit depth O(e~!) times our
algorithm. However, for simplicity, we can also repeatedly
construct state |t¢)3) and measure the utility register roughly
O(e~2) times. The resulting measurements |0) and |1) can
be analyzed using binomial distributions. We can estimate the
underlying probability, from which we can extract the Shapley
value, within some confidence interval [22]. This estimation
takes up the bulk of the runtime for the algorithm. Thus the
total error can be as low as O(a~! + ¢€). This error will be
multiplied by Wiax.

VI. WEIGHTED VOTING GAMES

Let us consider a scenario where Shapley values correspond
to voting power. The voting power of a player represents how
many instances for which that player has the deciding vote.
Three friends sit around a table. They are deliberating a grave
matter. Should they get Chinese food for the second weekend
in a row? They decide they should take a vote. Alice just got a
promotion at work. To celebrate this, her friends agreed to give
her three votes. Bob, who is the youngest of the group, also

had good news, an incredible mark on his latest assignment!
So, everyone decided Bob should get two votes. Charley, who
had nothing to celebrate, gets one vote. The group decides to
go out for Chinese food if there are four yes votes. In the end,
all of the friends vote for Chinese food. At the restaurant, they
run into their friend David, who is a mathematician. David is
intrigued when he hears about their vote. He begins to wonder
how much power each friend had in the vote. The intuitive
answer is that Alice had the most voting power, Bob had
the second most, and Charley had the least. However, David
notices something strange. Bob does not seem to have a more
meaningful influence than Charley. There are no cases where
Bob’s two votes would do more than Charley’s single vote.
So, David concludes, there must be a more nuanced answer.
Lucky for David, he has heard of cooperative game theory and
Shapley values. So, he might be able to answer his question.

How can Definition 3 be applied to David’s problem? Let us
define the game G = (F, V). The players are Alice (0), Bob
(1), and Charley (2) represented as F' = {0, 1, 2}. Denote each
player’s voting weight as wg = 3, w; = 2, and wo = 1. Recall
that the vote threshold was ¢ = 4. Then, for any subset S C F,
we can define V' as:

1 if Y wj>g,
Jjes 8)
0 otherwise.

V(S) =

So, V() is one if the sum of players’ votes in .S reaches the



threshold of four. Otherwise, the vote fails, and so V(5) is
Zero.

In general, this is called a weighted voting game [12]. One
could easily add more players with arbitrary non-negative w;
and g. Note that weighted voting games fall into the family of
superadditive games (Definition 4).

In this context, the terms in the Shapley value equation have
an intuitive meaning. Take player ¢, and consider a set S C
F\{i}. If V(SU{i}) — V(S) = 1, then the i player is a
deciding vote for the set of players S. Otherwise, player i is
not a deciding vote.

Thus, for weighted voting games, player i’s Shapley value
represents a weighted count of how many times ¢ is a deciding
vote. We can work out the Shapley values by hand:

V(0)=0 V({0,1}) =1
V({0})=0 V({0,2}) =1
V({1}) =0 V({{1,2}) =0
V({2})=0 V({0,1,2}) =1

From this, we have:

®o= > AIF\{LISD - (V(SU L) - V(S)
SCF\{i}

= (2,0) - (V{0}) = V(®)) +7(2,1) - (V{0,1}) = V({1}))
+9(2,1) - (V{0,2}) — V{2}) +7(2,2) - (V({0,1,2})
—V{1,2})) = 4(2,0) - (0— 0) +7(2,1) - (1 - 0)

+(2 1) (1-0)+7(2,2) - (1-0)

_ CoueE-nr 212 -2)!
=2-79(2,1)+7(2,2) =2- e+ T et
1l 1 2
“25t373

This can be repeated to get,

1
(Dla(DQ = 6

In the case of Alice, Bob, and Charley’s voting game, it is
trivial to calculate their respective Shapley values. However,
what if one-hundred colleagues were choosing a venue for a
party, all with different numbers of votes? In that case, a direct
calculation would take 2!°0 assessments of V! for this more
general case, we need to be clever.

VII. NUMERICAL EXAMPLES

Perhaps we can help David solve his problem (cf. Sec-
tion VI) using our quantum approach. We intend to apply the
method presented in Section V for weighted voting games.
Additional results, together with the simulation code, are avail-
able in a companion github repository [4]. Let us approximate
each player’s Shapley value, ®;.We have a game G = (F, V),
where F' = {0,1,2}, n = 2, and V is defined in Equation 8.
In this case, W (S), S C F'\ {i}, represents whether or not
player 4 has the deciding vote assuming those in S are voting
for Chinese food. For example, Alice (0) is a deciding vote for
S = {1} (S contains Bob). Let the voting weights be wy = 3,

+wy +ws +wy,

Votes

Uiy

Votes

W' (Votes) —

Fig. 3. Circuit representation of Uy, for a weighted voting game. This circuit
takes an input = and outputs W (S;) in the utility register (Recall, Sy is
defined in Section V). The auxiliary register stores the total vote count. Just
before Uy, the Aux register is in a basis state corresponding to the vote
count of S. UKI/V uses the auxiliary register as an input, and outputs whether
the vote count is in the correct range for player ¢ to be a deciding vote. Note
that there is no +w; gate activation, as Sz does not include player i by
definition. Additional results, together with the simulation code, are available
in a companion GitHub repository [4].

wy = 2, and we = 1. Thus, we can define W(S), S € F\{i},
for player ¢ to be,

W(S) =W'(V(9))
where,

1 if g —w; < Vot
W'(Votes) = na I‘UZ s Voves < g,
0 otherwise.
Note that, W () is either 0 or 1. Thus, we can take Wi =
1, so W(z) = W(S). Thus we can define Uy to be:

Uw [2) [0) = |2y @ | (1= W(2)) [0) + W(a) |1)]

The quantum circuit for the scenario is shown in Figure 3.

With Uy, defined, all other steps are entirely agnostic to
voting games. Let £ = 2, and suppose for simplicity’s sake € =
0. This is not a realistic scenario, but it will demonstrate how
quickly the expected value of the utility register converges.
With these parameters, we get the following approximations
for the Shapley values:

Dy ~ 0.6617, &y, Py~ 0.1616

The direct calculation for Alice can be seen in the appendix.

To rigorously demonstrate efficacy, we performed many
trials on random weighted voting games (Figure 4). Visual
inspection confirms that, in most cases, when / is incremented,
the error is divided by more than a factor of two (so the
reciprocal more than doubles). As incrementing ¢ implies
doubling the work to prepare |11 ), we have empirically shown
a linear or better relationship between complexity and error
for Step 1 (Section V). So, the empirical error for this step is
O(a™1).

Step 2 depends entirely on the game. However, if it is
possible to implement on a classical computer, much like with
Grover’s algorithm, then it can be implemented in a quantum
setting [7].
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Fig. 4. We generated 32 random weighted voting games for each condition. We generated random weights w; € N for each case such that ¢ < >~ jwi < 2q.
There were three primary scenarios: (1) Four players, voting threshold ¢ = 8; (2) Eight players, voting threshold ¢ = 16; and (3) 12 players, voting threshold
q = 32. We approximated every player’s Shapley value for each scenario with our quantum algorithm using various £’s, assuming ¢ = 0. Next, we found
the absolute error of our approximation by comparing each approximated Shapley value to its true value. Finally, we took the reciprocal of the mean for all

Shapley value errors in each random game for each condition.

Step 3 is well studied, and there are two valid approaches to
finding the expected value of measuring the utility register with
error €. Either (i), repeat steps one and two of Section V and
measure the utility register O(e~2) times. Otherwise, proceed
with (ii), use amplitude estimation as described in Section V
with the techniques described in [14]. Note that (ii) results
in an increase to the circuit depth by O(e~1) times, but only
needs to be repeated O(1) times.

VIII. CONCLUSION

We have addressed one of the main problems of generating
post hoc explanations of ML models in the quantum context.
More precisely, we have addressed the problem of efficiently
generating post hoc explanations using the concept of the
Shapley value. Under the XQML context, the challenge of
explainability is amplified since measuring a quantum system
destroys the information. Using the classical concept of Shap-
ley values for post hoc explanations in quantum computing
does not translate trivially. We have proposed novel algorithms
to reduce the problem of accurately estimating the Shapley
values of a quantum algorithm into the solved problem of
estimating the expected value of a quantum algorithm. Finally,
we have determined the efficacy of the algorithms by using
empirical and simulation methods.
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APPENDIX Performing the remainder of Uy, gives,
Quantum estimation of Alice’s Shapley value by hand. Let

¢ = 2. Note that the Auxiliary register stores vote count. We
begin with the state: sz [ (1 = t5(k)) [00)p; [000) 55 [0}y,

|00)p, |00)p, [000) , ., |0
mom e _ + /() (1 = t5(k)) 101)p 1001)  [Ls
We perform the first step of the algorithm from Section V,
yielding: + 4/t (k) (1 — t5(K)) [10)p; [010) 5y [1),
+ (k) 1151 1011) 00 [ D |
ng B [(1 = th(K)) [00)5; + (/1 (k) (1 — t5 (k) [01),

- - , The expected value when measuring the utility register is
+ (k)1 — #3(k)) [10)p + t2(k) |11>P'} 1000 Aux 10}ue ~ 0.6617, a close approximation for ®; = 2/3 = 0.6666 - - - .



	Introduction
	Related Work
	Shapley Values
	A Quantum Representation of the Shapley Value Calculation
	Quantum Algorithm for Superadditive Games
	Weighted Voting Games
	Numerical Examples
	Conclusion
	References
	Appendix

