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Abstract

We address the recursive computation of the a posteriori filtering probability density function (pdf)
Pnjn in a Hidden Markov Chain (HMC) model. We first observe that the classical path p,_i,—1 —
Pnjn—1 — Pn|n 18 N0t the only possible one that enables to compute p,,|,, recursively, and we explore the
direct, prediction-based and smoothing-based recursive loops for computing p,,,. We next propose a
common methodology for computing these equations in practice. Since each path can be decomposed
into a Bayesian step and a Markovian step, in the Gaussian case these two elementary operations are
implemented by Gaussian transforms, and in the general case by elementary simulation techniques. By
proceeding this way we obtain in parallel, for each filtering path, one set of Kalman filter (KF) equations
and one generic sequential Monte Carlo (SMC) algorithm. Finally we get four KF (two of which are
original), which themselves correspond to four generic SMC algorithms (two of which are original).

1 Introduction

Let x, € R™ and y,, € IR? be respectively a hidden and observed process. Let p(x,|yo.n), say, denote
the probability density function (pdf) (w.r.t. Lebesgue measure) of x,, given yo., = {yi}i—o (other pdf
or conditional pdfs of interest are defined similarly). Let p(dx) = p(x)dx be the continuous measure with
density p(x). We assume that {x,,y,} is an HMC : p(X:n, Yo:n) = p(x0) [ 11— p(xi[xi—1) [T o p(ysxs)-
We address the Bayesian filtering problem, which consists in (efficiently) computing p(x,|yo.n) (at each
time instant n), or at least an approximation of the measure p(dx,|yo.,) with density p(x,|yo:n)-

In this paper we consider recursive solutions for computing p(x,|yo.»). It is well known for instance
that p(x,|yo.n) can be computed from p(x,,—1|yo:n—1) by

p(alyom_1) = / P 1)P(@Xn—1[F0m-1), (1)

_ P(Yn|xn)P(Xn|YO:n71)
p(xn|y0m) - fP(Yn|Xn)P(an|YO:n71)' (2)

It remains to compute p(x,|yo.») in practice. In the linear Gaussian case, (1) (2) can be computed exactly.
In the general case however, computing p(x,|yo.n) is either difficult or impossible, and consequently
many approximate techniques have been developed. Among them, PF (see e.g. (Doucet et al.(2000))
(Doucet et al. (2001)) (Cappé et al. (2005)) and references therein) are SMC methods which aim at
propagating a discrete approximation of p(dx,|yo.n)-

Our contribution in this paper is twofold. We first observe that (1)-(2), say, is one possible re-
cursive formula for p(x,|yo.n) which explicitely computes this pdf as the recursion p(x,—_1|yo:n—1) —
P(XnlY0:n—1) = P(Xn|yom) (or, in short, p,_1j,—1 — Pnjn—1 — Pn|n). However following this path is not
the only possible way to compute p,,|,, progressively, and indeed the first aim of this paper is to explore
alternate recursions, even if p,,, is only obtained as a byproduct. For simplicity we will only consider
those paths in which one time index is incremented at a time. The first alternative to consider is the path
Prn—1ln—1 = Pn—1jn — Pnln- S0 both solutions compute p,,|,, recursively and differ only by the intermedi-
ate step which, for one of them, is the one step ahead predictive distribution p,,,,_1, and for the other the
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one step backward smoothing distribution p,,_1,,. Now, these two densities can in turn be propagated
from one time instant to the other via the two different paths which are obtained when moving one time
index and next the other. This observation naturally yields six algorithms (four of which are distinct)
for computing p,,|,, recursively; the two paths p,_1j,—1 = Pn—1jn = Pnjn a0d Pp_1jn—1 = Pnjn—1 = Pnln
are direct, i.e. p,|, is computed as the output of a recursive loop with input p,_1},—1; two other paths
are prediction-based, i.e. p,, is computed (indirectly) from the predictive distribution, but the recursion
now acts on py|,—1; and finally two paths are smoothing-based.

We next address the practical computation of these four integral equations. We classically consider
two cases : the Gaussian case, for which propagating densities amounts to propagating their parameters;
and the general case, in which we resort to Monte Carlo (MC) approximations. However the novelty here
relies in the systematic parallelization of the derivations. Since each path p;; — p;y1|j41 consists of a
Markovian step and a Bayesian step, we actually need a tool for implementing these two fundamental
operations.

In the Gaussian case, the two steps are implemented by two elementary transformations among Gaus-
sian variables. In the general case, the transformations among densities are replaced by the propagation
of sets of points (approximately) sampled from these densities; the Markovian and Bayesian steps are
then implemented by two elementary simulation techniques, and the optimal® conditional importance
distribution (CID) for the filtering, prediction or smoothing problem naturally stems from one Bayes
factorization of an associated fundamental transition pdf. Finally each path provides simultaneously one
Kalman like and one SMC algorithm. Some of the KF solutions are well known but some are original;
and similarly the SMC algorithms include well known SIR solutions (such as the bootstrap algorithm
(Gordon et al.(1993))), but also SMC algorithms which are not SIS algorithms.

This paper is organized as follows. In §2 we briefly recall the PF methodology. In §3 we derive the
direct filtering algorithms and address their implementation. Prediction- and smoothing-based algorithms
are addressed respectively in §4 and 5, and we end the paper with some concluding remarks.

2 The PF methodology

2.1 The generic PF algorithm

Let us recall the principle of PF algorithms (see e.g. (Gordon et al.(1993)) (Doucet et al.(2000))
(Doucet et al. (2001)) (Cappé et al. (2005)) which are based on Importance Sampling (IS) techniques.
Assume that at time n — 1 we have a random discrete measure which approximates p(dxo.n—1|Y0:n—1) :

0:n—

N
p(dxo:n—l ‘yo:n—l) = Z w;_l(sxi B (dXO:n—l) ’ (3)
i=1

where d,(.) is the Dirac mass at point z, the samples x}., _; are generated from an importance distribu-

tion q(X0.n—1|y0:n—1), and the importance weight w!,_; associated to the i-th trajectory x¥.,, _; is given

by wi_y o p(Xpp_1Yon—1)/ q(Xbp1]yom_1) with SN wi_| = 1. Let us see how to compute (3)

recursively. To that end we start from

P(Xns YnlX0:n—1, Yo:n—1)
P(Ynlyom-1)

We first see how to update the trajectories. If we assume that the importance distribution factorizes as

p(XO:n|yO:n): P(XO:n71\YO:n71)~ (4)

Q(XO:n |y0:n) = q(xn|XO:n717 yO:n)q(XO:nfl |y0:n71)a (5)

i.e. that ¢(Xo.n—1|Y0.n—1) is a marginal of q(Xo.n|yo.n), then for all 1 < i < N, [x}.,,] = [x}.,,_1,%%], in
which x?, is sampled from the CID ¢(x,|x.,,_1,Yo0.n)- In other words, when stepping from time n — 1 to
time n, due to (5) we can keep the old trajectories {x%.,_;}¥,, and we just need to extend each of them
by sampling a new particle x?,.

As for the weights w! , we see from (4) that they can be computed recursively as

4 p(XiLa_yn|Xiz—1) p(x6:n71|y0:n71)
" q<X21‘X6:n—17y01n) q(xz):n—1|y0¢7l*1)

(6)

i i
An XWy 1

Loptimal in terms of the conditional variance of the importance weights.
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Finally 37 w;,0xi (dxXo:p) approximates p(dXo.n|Yon), and thus PO w}, 0y (dx,) is an MC approxi-

mation of p(dx,|yo.n)-

2.2 Practical considerations

Now, SIS algorithms are well known to suffer from weights degeneracy. Two main rescues are avail-
able. First, it has proved important in the above generic algorithm to resample from Zf\il wfﬁx% (dxp).
Resampling can be performed either systematically or according to some strategy, and many variants are
available, see for instance (Douc et al. (2005)). We shall not discuss this issue in this paper?.

The second important point to take into account is to choose the CID carefully. Among other possi-
bilities, two particular choices are of interest :

e sampling from the a priori transition kernel of the Markov chain x (i.e., choosing ¢(x,,|X}.,,_1,Yo.n) =
p(xn|x., 1) = p(xa|xt,_;), which was the original choice in the so-called Bootstrap filter (see
(Gordon et al.(1993))) is popular because sampling from p(x,|x?,_;) is often straightforward. More-
over, computing the incremental weight ! in (6) reduces to evaluating the conditional likelihood
of the new observation given the updated particle position.

e However, this choice of the prior density can lead to poor performances, and it is often preferable
(see (Doucet et al.(2000))) to sample the particles from the optimal CID

qopt(xn|xz):n71ay0:n) ZP(Xn|Xf1,1,Yn), (7)

i.e. the distribution which minimizes the variance of the importance weights w?, conditionally on
the observations yq., and past samples x{.,, ;. For this choice of the CID, X!, = p(y,|x’,_).

3 Direct filtering algorithms

In §2 we recalled the classical description of PF algorithms as SIS techniques. In this section we shall
see that the bootstrap algorithm, and a reorganized version of the SIR algorithm with optimal CID, are
indeed natural MC implementations of two two-steps direct filtering algorithms.

Let us start from (4) again. Due to the HMC assumption the fundamental transition pdf p(x,,,yn.|
X0:n—1,Y0:n—1) can be factorized as

p(xn, Yn|X0:n—1; y0:n—1) = p(Xn, Yn |Xn—1)
P(Ynl%n)p(Xn|Xn-1) (8)
p(xn‘xnflayn)p(yn‘xn71)~ (9)

Injecting (8), (9) into (4) respectively gives (here A/ stands for numerator) :

P(Xn—1,Xn|yoin—1)

(8) P(¥nlXn) [P(Xn|Xn—1)P(Xn—1]y0:n-1)]
B P(Ynlyom—1) = [ Ndx,_1dx,
p(yn|xn,1)p(xn,1|y0;n,1) (11)
p(ynlyom-1) = [ Ndxp—1""

P(Xn—1]y0:n)

p(xn—la Xn Iyo:n)

9
= P(Xn|Xn717Yn) [

Both formulas enable to compute p,, from p,_1j,—1; (10) (which coincides with (1)- (2) above) uses the
path p,_ijn—1 — Pnjn—1 — Pnn, and (11) the path p,_1jn—1 — Pr—1|n — Pnjn- So in the first solution
we predict x,,, based on the same data yo.,—1, and then update p,,|,,_1, thanks to y,; while in the second
path updating comes first.

2In particular, the description of Algorithms 1 to 4 below always includes a systematic multinomial resampling step. This
does not mean that we recommend this resampling scheme, but simply that these algorithms were derived from Rubin’s
Sampling Importance Resampling (SIR) mechanism (see §3.1.2, point 2). However, once a generic PF algorithm is obtained,
other versions can be derived, which involve resampling only if some criterion is satisfied.
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3.1 Practical computation

Two basic mechanisms are involved in equations (10) and (11) : a Markovian step which transforms
some density p(x1) into p(x2) = [ p(x1)p(x2]x1)dx1; and a Bayesian step, which transforms p(x) into
p(xly) = hﬁ’gf;’%. Let us see how to implement these two transformations. In the Gaussian case
transforming one density into another amounts to transforming its parameters; while in the general case
the problem becomes that of transforming points sampled from p(x;) (resp. from p(x)) into points

sampled (at least approximatively) from p(x2) (resp. from p(x|y)).

3.1.1 The Gaussian case

L. Let p(x1) ~ N(x1,P1) and p(xa[x1) ~ N(Ax1 + b, Py1). Then p(x2) ~ N (AX; + b, Py +
AP, AT).

2. Let p(x) ~ N(%,P) and p(y|x) ~ N(Ax + b, Pyx). Then
p(x]y) ~ N(R + PyAT[Py, + APLAT] ' (y — AR — b), Py — PLAT[Py, + AP, AT] ' AP,).

3.1.2 The general case

In all PF algorithms we sample (S) new particles, update some weights (W) and (possibly) resample
(R) from a weighted discrete measure. These three SMC elementary operations S, W and R are indeed
related to the following two well known generic simulation techniques, which in the context of this paper
implement the Markovian and Bayesian operations.

1. (Hierarchical sampling : S step).

Let x} ~ p(x1) and let us sample x} from p(xz|x}). Then (x!,x%) is a sample from p(x1, x2) and
thus x4 is a sample from p(xz).

2. (Rubin’s SIR mechanism (Rubin (1988)) (Gelfand and Smith (1990)) (Smith and Gelfand (1992))
(Cappé et al. (2005),89.2) : (W,R) steps).
Let p(dx) = sz\;1 %6)(1' (dx) in which x* are i.i.d. samples from p(x). Conditionnally
on {x'}, let {x*}/_, be i.i.d. samples from p; then {X'}!_; become i.i.d. samples from p(x|y) if
N — oo.

3.2 Direct KF and SMC filters

We now use the tools of §3.1 to implement the exact formulas (10) and (11).

3.2.1 Implementing (10).

Let us first consider (10). The solution is well known in the context of linear Gaussian state-space
systems. More precisely, let
{ Xn+1 = F.x, + Gpu, (12)

J— )
Yn = H,x,+v,

in which x¢ ~ N(Xg, Py), {u,} and {v, } are independent and mutually independent, u,, ~ N (0, Q,,) and
Vi ~N(0,R,,). Then p(x;|yo:n) ~ N (X, Pjj,) for some mean vector X;), and covariance matrix P,.
Transforming p, _1j,—1 into pp|,—1 and py, via (10), reduces to transforming (X,_1jn—1, Pn—1jn—1) into
(Xnjn—1;Prin—1) and (X, Py)5,). This is done by the well known KF equations (Anderson & Moore (1979)),
(Kailath et al. (2000)) :

Rnjn-1 = Fao1Xn_1jn_1, (13)
Pun1 = FoliPoypiFl +Goo1Qui Gy, (14)
Kol = Xnpn-1 + Pupn 1 Hy Ry + Ho Py HY) 7 (yn — HoXppn1), (15)
Pyn = Pup1 =Py HI (R, + H,P,,,_ H) '"H, P, ;. (16)
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Let us turn to MC approximations, beginning with the formula within brackets. We assume that at n—
1 we have N samples from P(Xn—1|yo:n—1). Using (§3.1.2, point 1) we get N samples X!, from p(x,,|yo.n—1)
by drawing x¢, from p(x,|x%,_;) = p(Xn|x}_1,Yon_1). Next using (§3.1.2, point 2), we get N (approxi-

mate) samples from p(x,|yo.n) & p(¥nlXn) p(Xn|yom_1) by sampling from N %(&z(dxn).

We just described the sampling step S, followed by the updating step (W, R) of the Bootstrap algorithm
Algorithm 1. (= Bootstrap algorithm, Gordon et al.(1993))

Let p(d%X,_1|yom_1) = ZZ L ]{,6 (dx,—1) approximate p(dx,—1]yo.n—1)-
S. For 1 <i < N, sample X!, from p(x,|x}_;);
W. For 1 <i < N, compute w!, x p(y,|X%), > w! =
R. For 1 <i < N, sample x!, from Z L w0z (dXp);

Then p(dx,|yo.n) = ZZ 1 ]{,5 i (dx,,) approximates p(dx,|yo.n)-

3.2.2 Implementing (11).

Let us now address (11). Assuming (12) again, we get the following KF equations which, up to our
best knowledge, are original :

K, 1, = Py (H) ' HP,_y,_1(H)" +R}]" (17)
Xnciln = Xpoijn-1 T Kno1jn(yn — HiXp_1jn—1) (18)
Pt = Pugjnor — Ko Py (H)T +RK] (19)
Xnn = F}zflsznfl\n—i_b}z 1 (20)
Pon = Fo Py in(Fr )" +Q (21)

with Q. = G.Q,G], H, = H,F, ;, R} = HnQn,1H£ +R,, Fl_y = F,1 — Q. HI(R)) 'HY,
n 1= Qn 1HT(R1) yn and Qn 1= Qn-1— Qn—lHZ(R£)71H7an—1- ‘

Let us now address the general case. Assume again that at n — 1 we have N samples x,_; from
Pp(Xn_1|Y0:m—1). From the SIR mechanism described in (§3.1.2, point 2), we compute weights w’, pro-
portional to p(y,|x%_1); ZN L WE Oy (dxy,—1) approximates p(dx,—1[yon), and (re)sampling from this
distribution provides (approxunate) samples {xi_ 3N, from p(x,_1|yo.n). Using (§3.1.2, point 1), we
finally sample x¢, from p(x,|X,_1,yn) = p(x,|XE_ 1,yo n). We obtained Algorithm 2, which coincides
with (Cappé et al. (2005),Algorithm 8.1.1. p. 253) :

Algorithm 2.

Let p(dx,-1|yomn—1) = ZZ 1 ]{,6 (dxn,l) approximate p(dx,—1|yo:mn—1)-
W. For 1 <i < N, compute w’, o< p(yn|x%,_1), Zf\il wl = 1;
R. For 1 <i < N, sample X!, _ 1NZ _wl 6 _dxn1);
S. For 1 <i < N, sample x?, from p(xn\iﬁkl,yn).

Then H(d%n|yom) = Sorey %0 (d%5) = p(dx,| You).

Comparing with §2.2, we see that Algorithm 2 is a reordering of the SIR algorithm with optimal CID
(and with systematic resampling) (Doucet et al.(2000)). However, these two algorithms are not simply
related by a shift in time. More precisely, in (Doucet et al.(2000)) the successive steps are S — W — R
(or, equivalently, W — S — R : steps S and W commute since A\, does not depend on the new particle
x!), while the recursive loop of Algorithm 2 is made of the successive steps W — R — S. So both loops
coincide in the absence of resampling. However if there is resampling, x?, is sampled from p(x,|x! |, y,)

in Doucet et al.(2000), while in Algorithm 2 x¢, ~ p(x,,|X,_;,y») in which X}, | ~ sz\;1 wt Oy B (dxn—1);
in others words, each old particle xi_; is taken equally into account in Doucet et al.(2000), while only

those with high weights do contribute to the updated trajectory in Algorithm 2. In section 3.3 below we
now explain more deeply on the differences between both algorithms.
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3.3 SIR with optimal CID : original or reorganized ?
3.3.1 Sampling before updating

The original algorithm is, by nature, a batch IS algorithm which has been rendered adaptive, but in
which the trajectories, in the absence of resampling, tend to diverge (as time increases) from properly
sampled trajectories (i.e. from trajectories sampled from the target density p(Xo..|y0:n))-

More precisely, at fixed time n — 1, we would like to compensate the missing pdf p(xo.n—1|Y0:n—1)
by multiple imputations from p(Xg.,—1|yo:n—1), and next replace the corresponding expectations accord-
ingly; since it is easier to sample from ¢, we indeed dispose of the weighted measure p(dxo.n—1|yo:n—1) =
>N wy,_10x;  (dXo:n—1), in which the N trajectories xj,,,_; are sampled from g and wj,_; o

Let us now address adaptivity. Due to condition (5) on the importance function g, this IS algorithm
can be sequentialized easily : each old trajectory xJ.,_; is kept unaltered and is simply extended by
one new particle x!; moreover the associated weight can be updated recursively. On the other hand, a
drawback of this simple computational scheme is that in the absence of resampling, the trajectories do
not fully take into account the data : the new datum y,, can only modify (at least if the optimum CID
is used) the present and future values of the trajectories, but not the past ones. More precisely, assume
that resampling has occured at time k, but not between k and n with n > k. From §3.1.2, point 2, Xé:k

are (approximately) sampled from p(xo.x|yo:x)®, and trajectories x{.,,, which should be sampled from

PXomlyon) o p(xonlyor) ] p(xjlx—1)p(y;lx;) (22)
j=k+1

o« p(xoxlyor) [ pxilxi1,y,)p(yslx;-1), (23)
j=k+1

are indeed sampled either from

n

Q(X01n|y0:n) = p(XO:k‘yo:k) H p(Xj‘Xj—l):p(XO:n‘yo:k) (24)
J=k+1

(if the bootstrap algorithm is used), or from

n

q(X0:n|Y0:n) = P(X0:k|Y0:1) H p(x;lxj-1,¥;) (25)
j=k+1

(if the SIR algorithm with optimal CID is used). We see that for 0 < j < n, each particle xé does not
depend on the whole data yo.,, but only on yo., (if (24) is used) or on yo.max(k,j) (if (25) is used). So
trajectories x}.,, sampled from (24) or (25) are all the more likely to diverge from trajectories sampled
from (22) = (23) as n increases and departs from k. This discrepancy is (somehow) corrected by the
weights, which take into account the new data yji1.p.

3.3.2 Sampling after updating

By contrast, Algorithm 2 is not a SIS (or SIR) algorithm, in the sense that it is not a sequential
version of an algorithm based on IS. Considered as a batch algorithm, at time n — 1 p(dxo.n—1|y0:n—1) =
zg\;l %5%. _,(dxg;p—1), in which the N trajectories are (exactly) sampled from ¢(Xo.n—1[yon—1) =

P(X0:n—1]Y0:n—1)-
Let us now address the sequential version. At time n we need to sample from

Q(XO:n|yO:n) - p(XO:n|y0:n)
p(yn|xn—1)
= Xn|Xn—1,Yn) X | ——F—<P(X0:n— 1) - 26
P(Xn[Xn-1,¥n) [p(yn\yo;nfl)p( 0m—1[yon—1)] (26)

P(Xn|Xn—1,Yn)

(§3‘1.2’ point 1) p(xO:n—IIYO:n)

(83.1.2, point 2)

3though xézk are sampled from p(xq.x|yo:x) only if N — oo, we shall assume it is true, in particular in (24)-(25).
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P(Yn|Xn—1)
P(Ynlyon—1)
within the bracket), so the trajectories cannot be updated so easily. The presence of this factor means
that we should transform trajectories sampled from p(xo.n—1|y0:n—1) into trajectories sampled from
P(X0:n—1]¥0:n). To that end we can use IS : from Rubin’s sampling scheme (see §3.1.2, point 2), by

updating the weights first we step from p(dxo.n—1|y0:n—1) =~ Zivzl % 5"8;,,%1 (dx0:n—1) to p(dXo.n—1|yo:n)

For this density the sufficient condition (5) is not satisfied (because of the multiplicative factor

N p(ynlx;_1)
~ Dim Sl p(yalx )
p(dX0:n—1]Y0:n). Comparing with SIR algorithms, instead of keeping all trajectories unaltered and then
extending each of them by one new particle, in this scheme we reweight all the trajectories first and then
reselect them according to their weights. Once reselected, the i’ trajectory is extended by a new particle
x?, (by using (3.1.2, point 1)).

Finally in SIR algorithms the batch estimates are fundamentally based on IS, but due to condition (5)
no Bayes step is needed when updating the trajectories, and so no further IS mechanism is introduced.
In Algorithm 2 the batch estimates are not based on IS, but updating trajectories requires a Bayes step
followed by a Markovian step (see (26)), so IS is introduced locally as a means to implement the Bayes
mechanism.

Oy; . (dxp:p—1), and next by resampling we get (approximate) trajectories from

4 Prediction-based Filtering algorithms
For the prediction problem (4) is replaced by

P(Xn41,¥n|Xn)

P(X0:n|Yo:n—1)- 27
p(yn|y0:n71) ( 0 | 0 1) ( )

p(XO:n+1 |y0:n) =

The role played by the elementary transition p(x,,yn|Xn,—1) in direct filtering algorithms is now played
by p(Xn+1,¥n|Xn) which, due to Bayes’s rule, can be factorized as :

p(xn+1»yn|xn) = p(ynlxn)p(xn+1|xn) (28)
P(Xn+1|%n)P(Ynlxn)- (29)

So the two factorizations coincide if we commute the factors. However we should not, because injecting
(28) and (29) in (27) leads to the following equations :

p(xnlyO:n)
(29) p(Yn|Xn>p(Xn|yO:nfl)
Xny Xn n = Xn Xn 30
p( +11Y0:n) P(Xnt1l )p(Yn|y0:n—l):deXn (30)
P(Xn,Xnt1|Y0:n—1)
(2:8) p(yn|xn) [p(xn+1|xn)p(xn|y0n—1)] (31)

p(ynlyon—1) = [ Ndx,dx, 41

So, as above, (30) and (31) describe the two different ways of moving from p,,,,_1 to p,41},, Which
are obtained when incrementing one time index and next the other. Let us now consider practical
implementations of these formulas.

4.1 Updating first (e.g., implementing (30))

Equation (30) describes the path p,,—1 — Pnjn — Ppy1jn Which, up to a shift in time, coincides
with the path p,_1j,—1 = Pnjn—1 — Dnjn- As a consequence, implementing (30) yields the KF and SMC
algorithm described in §3.2.1. At this point, it is interesting to observe that the optimal prediction CID
is the prior p(x,|X,—1), which means that the Bootstrap algorithm is ”optimal” (from that point of view)
for the particle prediction problem.

4.2 Propagating the state first (e.g., implementing (31))

Taking the marginals w.r.t. x, and x,,41, we see that (31) is a compact way of describing both the
path pyjn—1 — Pntijn—1 — Pntijn (Which is the recursive loop of the algorithm), and the path p,,,,—1 —
Pnjn (Which was already obtained in (2)).
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Assuming (12) again yields a solution which is well known in the context of linear Gaussian state-space
systems (Anderson & Moore (1979),eqgs. (4.9), (4.10), (4.12), (5.6) and (5.11)), (Kailath et al. (2000),Thm
9.5.1)) :

L, = HnPn|n—1H£ + Rna (32)
Kn-i—l\n = FnPn|n—1Hyj;L;1a (33)
§n+1\n = Fnﬁn\nfl +Kn+1\n(yn - Hnﬁn\nfl)a (34)
RXnt1ln—1
Pn+1\n = FnPn|n—1FZ + GnQnGZ _Kn+1|nLnKz;+1|nv (35)
Potijn-1

ﬁn\n = §n|n—1 + Pn\n—leLgl (yn - Hn§n|n—1)a (36)
Pn\n = Pn\nfl - Pn|n71H£L;1HnPn|n71- (37)

We now consider the general case. Using §3.1.2 again, a direct MC implementation of this algorithm
is given by the following algorithm :

Algorithm 3. Let p(dx,|yom-1) ~ Zfil %5,(; (dxy).
Prediction.
S. Fori=1,---, N, sample X\, | ~ p(Xn41]x});
N i

W. Fori=1,---,N, compute w!,  p(yn|x5), > i w =1;

R. Resample from Y7 wi,d, o (dxng1);

Then P(an+1|YO:n) = Zfil %5"1#1 (an+1)~
Filtering.
p(dx,|yom) =~ Zf\il w}Oxi (dxp).

5 Smoothing-based filtering algorithms

In this final section we see how p,,,, can be computed recursively via the propagation of a smoothing
distribution. We start from
p(xna Yn+1|XO:n717 yO:n)
p(yn+1 |y0:n)

From the HMC model one can check easily that (x,,, yn+1) is a Markov chain. So factor p(X,, Yn+1/X0:m—1, Yo:n)
in (38) reduces to p(Xp, Ynt1|Xn—1,yn), which itself can be factorized as

p(XO:n|yO:n+1) - p(XO:n—l‘yO:n)~ (38)

P(Xns Ynt1[Xn—1,¥n) = P(Ynt1Xn—1,%n, ¥n) P(Xn[Xn-1,¥n) (39)
P(Yn+1lxn)
= p(XnlXn-1,¥n, Ynt+1) P(Ynt1Xn—1,¥n)- (40)
ad’

Injecting (39) and (40) into (38), and taking the marginal, we get

p(xnfl s Xn ‘yo:n)

p(yn+1|xn) [p(xn‘xnfla yn)p(xn71|y0:n)]

P(Xn—-1,Xn|Y0:n = 41
( ! | 0 +1) p(yn+1|y0:n) = ‘/‘Ndxnfldxn ( )
p(YH—Q—l‘Xn—lvy”)p(xn—1|y0:n)]

P(Yns1lyom) = [ Ndx,_y

p(Xn|X”_1, Yn, Yn—i-l) [

P(Xn—1[y0in+1)

i.e. the two recursions on p,_1, which, as above, are obtained by incrementing only one index and then
the other. Equation (41) describes the path p,_1j, — Pnjn — Pnjn+1, While equation (42) describes the
path p,_1jn = Prn—1jnt1 — Pnjnt1- Let us now address practical implementations of these formulas.
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5.1 Propagating before updating (e.g., implementing (41))

Just as in section 4.1, we observe that up to a shift in time, the path p,_i,, — P — Pnjnt1,
coincides with the path p,,_1,—1 — Pn—1jn — Pnjn- The KF and SMC implementations of (41) are thus
the algorithms described in §3.2.2.

5.2 Propagating after updating (e.g., implementing (42))

Let us now consider (42), which is the smoothing counterpart of the prediction equation (31) (the
path p,_1jn — Pn—1jn+1 — Pn|n+1 can be considered as the mirror path of p,jn—1 = Ppyijn—1 — Pntijns
in which the time indices of the observed and hidden processes are inverted). In the Gaussian case we
get the following KF equations, which up to our best knowledge are original :

Ky i1 = Puoyn(MHo ) H Py, (Ho )" +R ! (43)
Rn-int1 = Koot T Koot (Yot — Hi 1 X1 — bl ) (44)
Py i1 = Puipn — Ko g [HE (Prqn(HL )T+ R%,+1]K£—1\n+1 (45)
Xnntl = Fi—1§n—1|n+1 +b) (46)
Pojny1 = Fi—lpn—l\n-‘rl(Fi—l)T + Q%—l (47)

with H72L+1 = H}L-‘rlFTlL—l’ 11721,4-1 = H}L-‘rlb'}L—l? R3L+1 = H%Lv+1Q?1’L—1HZL1+1 +R'}L+17 Kp1= k—l (I:I}H-l)T
(~R%+1)_1~’ Fi 1= E}Lernfl (H; ) Fp oy, by = Kot (Yo — Hyyby y)+by, and Q7 =

1 2 T
Kn—an+1Kn—1-

n—1 "

On the other hand, by using §3.1.2 an SMC implementation of (42) is given as follows :
Algorithm 4. Let p(dxn_1|yon) ~ Yi0; & 0 (dxn_1).
Smoothing.

e Fori=1,---,N, compute ! ; & p(yn+1|Xi_1,¥n), Zfil wh =1

e Resample from Nowi 6 dx,_1). We get N points X! _,, (approximately) distributed ~
i=1 “n+1¥x) n—1
p(dxn—lb‘O:n—i-l);

e Fori=1,--- N, sample x, ~ p(x,,|X},_1,¥n,Ynt1);
o Then p(dx,|yom+1) = g %0y (dx,,).

Filtering.
e Fori=1,---,N, sample X!, ~ p(X,|x%,_1,¥n);

e Then p(dx,|yo.n) =~ Zfil %5;; (dxy,).

6 Conclusion

We derived six integral formulas for computing p,,,, : two of them directly compute py,,, from p,, _1},,_1,
two compute p,,|, via the prediction recursive 100p (ppjn—1 — Pnt1jn), and two compute p,, via the
smoothing recursive loop (p,,—1jn — Pnjn+1). Each of these six formulas transforms pj, into p;yqjp41
(with (j,k) € {(n —1,n—1),(n,n—1),(n —1,n)}) by first updating one index and then the other, and
the filtering pdf of interest p,,|,, is computed either directly (i.e., within the recursion) or indirectly.

We next considered both a KF and an SMC implementation of these formulas; since each of them
consists of a propagation step and an updating step, the two basic operations involved are some trans-
formations among Gaussian variables, or, in the general case, hierarchical sampling and Rubin’s SIR
simulation technique. This naturally leads to six KF and SMC algorithms, two of which are direct, two
are prediction-based and two are smoothing-based. Among each pair of algorithms, the optimal solution
(- optimal in terms of the conditional variance of the weights) is obtained when the updating step precedes
the propagation step. Among the six solutions some coincide : the Bootstrap algorithm is both a direct
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and prediction-based PF algorithm, and is optimal for the prediction loop, but not for the filtering loop;
the reorganized SIR algorithm with optimal CID is both a direct and smoothing-based PF algorithm, and
is optimal for the filtering loop, but not for the smoothing loop. Finally the two remaining prediction-
and smoothing-based algorithms mirror each other. A summary of these algorithms is given in Table 1.

Nature Eq. Loop q°rt KF SMC
nin— - n n— - n n
Prediction | (31) | "Iyt Prtinmt 7 Pose] (32)-(37) Alg. 3
Pn|n
-based (30) Prn—1jn—1 — Pnjn—1 — Pnln P(Xn|Xn—1) (13)-(16) Bootstrap
Direct (10) pnfl\nfl - pn\nfl - pn\n (Alg 1)
(11) Pn—1n—1 7 Pn—1|n_ " Pnin p(xn|xn—17Yn) (17)_(21) Reorg. SIR +
Smoothing (41) Pn—1ln = Pn|n " Pn|n+1 q%pt (Alg 2)
n—1|n - n—1|n — e .
based | (42) | Prptm T Pnmtintt T Palnt X ymaynst) | (43)-(43) Alg. 4
Pn|n
Table 1: Direct, Prediction- and Smoothing-based PF algorithms
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